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Abstract

Recent nano-technological advances enable the Mono-
lithic 3D (M3D) integration of multiple memory and logic
layers in a single chip with fine-grained high-bandwidth
connections. M3D technology leads to significantly
higher main memory bandwidth and shorter latency than
existing 3D-stacked systems. We show for a variety of
workloads on a state-of-the-art M3D system that the per-
formance and energy bottlenecks shift from main memory
to the processor core and cache hierarchy. Hence, there
is a need to revisit current core and cache designs that
have been conventionally tailored to tackle the memory
bottleneck. However, no prior work comprehensively ex-
amines the implications of M3D integration of logic and
memory layers on the core and cache hierarchy design.

Our goal is to redesign the core and cache hierarchy,
given the fundamentally new trade-offs of M3D technol-
0gy, to benefit a wide range of workloads. To this end,
we take two steps. In the first step, we perform a design
space exploration of the cache hierarchy and core’s key
components. Among the new observations, we highlight
that in M3D systems, (i) removing the shared last-level
cache leads to similar or larger performance benefits than
increasing its size or reducing its latency; (ii) improving
L1 latency has a large impact on improving performance;
(iii) wider pipelines are increasingly beneficial since they
can support a larger number of in-flight memory requests;
(iv) the performance impact of branch speculation and
pipeline frontend increases significantly due to the al-
leviated backend bottlenecks; (v) while high-bandwidth
main memory facilitates running many threads, the cur-
rent synchronization schemes limit parallel speedup. In
the second step, we propose an optimized M3D system,
RevaMp3D, leveraging two key features of M3D: (i) using
the tight connectivity between logic layers, we efficiently
increase pipeline width, reduce the L1 cache latency, and
enable fine-grained synchronization, (ii) using the high-
bandwidth and energy-efficient main memory, we alleviate
the amplified energy and speculation bottlenecks of M3D
systems by memoizing the repetitive fetched, decoded, and
reordered instructions and turning off the relevant parts of
the core pipeline when possible. RevaMp3D provides, on
average, 81% speedup, 35% energy reduction, and 12.3%
smaller area compared to the baseline M3D system.

1. Introduction

Recent nano-technological advances enable the Mono-
lithic 3D (M3D) integration of multiple logic and mem-
ory layers on a single chip [1-5], which provides main
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memory bandwidth and latency benefits over conven-
tional systems. M3D enables significantly higher main
memory bandwidth compared to the state-of-the-art
Through Silicon Via (TSV)-based 3D-stacked architec-
tures (TSV3D) [4, 6-8] due to its much higher density
of Inter-Layer Vias (ILVs) connecting different device
layers. M3D enables lower main memory latency due to
two key reasons. First, the high-bandwidth connection
between device layers facilitates increasing the memory
channel counts, which leads to (i) smaller array sizes with
shorter wire lengths and (if) and lower channel contention,
both leading to lower average access latency. Second, the
short and fast ILVs reduce the communication latency
between the cores and main memory. For example, prior
work [5,9, 10] has demonstrated real M3D prototypes that
provide 16 TB/s of memory bandwidth and 5ns/13ns aver-
age main memory read/write latency, which are an order
of magnitude higher bandwidth and 10x/4 x lower read-
/write latency compared to the state-of-the-art TSV3D.

Due to its superior memory performance, M3D has re-
ceived substantial interest in both academia and industry
as a promising technology to address the memory bottle-
neck that significantly limits the performance and energy
efficiency of modern data-intensive applications in con-
ventional systems. Several prior works propose improve-
ments for M3D systems, mainly focusing on three aspects.
First, at the device level, several works [11-28] propose
circuit and device improvements to the logic and mem-
ory components and their integration in M3D substrates.
Second, at the architecture level, some works [8,29-35]
propose M3D layout designs of processor components to
reduce their wire length and latency. Other works [22,31]
explore the memory system challenges in M3D (e.g., de-
signing main memory array structure and controllers).
Third, at the application level, various works [30,36-42]
propose application-specific M3D accelerators.

While prior works propose various improvements for
M3D-based systems, no prior work revisits the funda-
mental architectural design decisions for M3D systems
with monolithically-integrated logic and main memory
when running modern real-world applications. Given the
opportunities to drastically improve memory performance
in M3D, it is important to understand the implications
of this technology on the performance and energy bottle-
necks of real-world applications and architectural designs
which have been conventionally specialized to tackle the
main memory bottleneck. Based on our experimental
motivational analysis of a variety of workloads on a state-
of-the-art M3D system [2-5], we make two key observa-



tions. First, compared to the 2D and TSV3D systems, the
performance bottlenecks shift from main memory to the
processor core and cache hierarchy (even for the memory-
bound workloads) due to the high-bandwidth fast M3D
main memory. Second, the processor core becomes the
primary source of power consumption due to the energy-
efficient M3D main memory (see Section 2).

Our goal in this work is to design the core and cache
hierarchy given the fundamentally new trade-offs and
the shifted bottlenecks in M3D technology. To this end,
we take two steps. First, we explore the implications of
M3D bottlenecks on system architecture. Second, we
apply our insights from the first step and leverage the
new opportunities of the M3D integration technology to
design a new M3D system, RevaMp3D.

Implications of M3D Bottlenecks on Cache Hierarchy
Design. Through detailed analysis of the depth, size, and
latency of the cache hierarchy, we make three new ob-
servations. First, all workloads perform better or equally
well in an M3D system with a shallow one-level cache
hierarchy compared to an M3D system with a deeper and
larger cache hierarchy (Section 5.1.1). The reason is that
removing deeper cache levels eliminates the additional
cache access latency from an already fast memory access
time in M3D. Second, even after applying the unique
optimizations enabled by M3D to improve cache perfor-
mance and capacity, the performance benefit of removing
the deeper cache levels is higher than or comparable to
increasing their size (Section 5.1.2) and improving their
latency (Section 5.1.3). Third, improving the L1 cache
latency improves performance for a wide range of work-
loads (Section 5.1.3) due to the large effect of L1 latency
on average memory access time in M3D.

Implications of M3D Bottlenecks on Processor Core
Design. To analyze the implications of M3D bottlenecks
on the processor core, we evaluate the performance impact
of different units in all stages of the processor pipeline
on the M3D system. We make three new observations,
highlighting the most important factors contributing to
the performance. First, larger pipeline widths are very
effective at improving M3D’s performance since an M3D
system can tolerate more in-flight memory accesses due to
its high memory bandwidth (Section 5.2.1). Second, the
performance impact of branch speculation and pipeline
frontend increases significantly (Section 5.2.2). The rea-
son is that memory bottleneck is significantly alleviated
in M3D and the fraction of execution time spent on other
bottlenecks such as speculation and frontend increases.
Third, while high-bandwidth main memory enables run-
ning many threads, the current synchronization schemes
limit performance (Section 5.2.4).

Re-Architecting M3D. By applying the insights from
the first step, in this step we propose an optimized M3D
system, RevaMp3D. To this end, we leverage two key
features of the M3D technology: (i) the dense inter-layer
connectivity between different logic layers, and (if) high-
bandwidth and energy-efficient main memory.

We make four design decisions. First, we reduce L1
cache latency by dividing the SRAM array into two logic
layers to reduce its overall wire length. Second, we in-
crease pipeline width, without incurring additional latency
overhead. This is because similar to L1, we devise a verti-
cal M3D layout for the storage structures in the pipeline to
keep their wire lengths short. The first two optimizations
take advantage of the dense ILVs that enable efficient ver-
tical layouts of the processor structures [8,29, 30,32-35].
Third, we propose a register file-level synchronization
technique for fine-grained inter-thread communication,
without incurring additional latency in the memory hierar-
chy. This technique is realized by using the thin ILVs to
efficiently increase the register file bandwidth to support
both the baseline core and the synchronization-related
accesses. Fourth, we use main memory to memoize the
fetched, decoded, and reordered instructions. This opti-
mization (7) alleviates energy bottlenecks by turning off
the decoding, fetching, and reordering structures of the
pipeline when repeated instructions execute, and (i) al-
leviates branch misspeculation overhead by reducing the
number of pipeline bubbles since a large fraction of in-
structions do not need to be fetched, decoded, and re-
ordered in the event of misspeculation. This technique
is enabled by the high-bandwidth and energy-efficient
M3D main memory, and eliminates the area overhead of
prior works that propose instruction memoization in large
SRAM caches [43,44].

Key Results. To evaluate RevaMp3D, we use a cycle-
accurate architectural simulator (ZSim [45]) to flexibly
explore various designs and faithfully model the M3D
systems. The parameters for the M3D baseline are
experimentally-calibrated by the fabricated device mod-
els, circuit analysis, interconnect model, and physical
design tools presented in [5]. On systems with 1, 16, 64,
and 128 cores, RevaMp3D provides on average 81% per-
formance improvement and 35% energy reduction across
all workloads and core counts, with a 12.3% reduction in
logic area, compared to the state-of-the-art M3D system.

As part of our large-scale design space exploration in
this work, we analyze the impact of RevaMp3D’s design
decisions for M3D systems with various main memory
latency values. We find memory latency to be particu-
larly important since while prior work has demonstrated
the low memory latency (e.g., 5 ns for read) of M3D
systems using a hardware prototype [5], the memory la-
tency can vary depending on the design decisions made to
meet certain requirements of the target M3D system. Our
analysis demonstrates that the benefits of some design
decisions (e.g., register-file synchronization) increase for
larger latency values, while the benefits of some others
(e.g., trading off cache area to increase pipeline width)
decrease. This analysis facilitates picking the right design
decisions based on the M3D main memory latency.

We conclude that by re-architecting the M3D system
based on its shifted bottlenecks and new trade-offs and op-
portunities we can more effectively allocate the logic area



to improve performance for a wide range of workloads.
This work makes the following key contributions:

o To our knowledge, this is the first work to redesign core
and cache hierarchy for a general-purpose M3D system
based on rigorous bottleneck analysis of a wide range of
real-world workloads, and exploring the architectural
implications of these new bottlenecks.

o We show that in M3D, the application bottlenecks shift
from main memory to other parts of the system.

o We conduct a design space exploration of key com-
ponents of the processor core and cache hierarchy to
enable architecting general-purpose M3D systems.

o We design RevaMp3D based on our insights and lever-
aging M3D’s key opportunities: (i) tightly-integrated
logic layers and (ii) fast and energy-efficient main mem-
ory. RevaMp3D provides significant performance im-
provement and energy reduction compared to the state-
of-the-art M3D system at lower area cost.

2. M3D Technology

We provide a brief overview of the M3D integration

technology, state-of-the-art M3D systems, and their tech-
nology feasibility and constraints.
M3D Integration Technology. There has been signifi-
cant effort into enabling tighter integration of logic and
memory units in the system to improve performance and
energy. Figure 1 compares three different systems. In 2D
systems, computation and memory units are connected
via off-chip links with low bandwidth, which is imposed
by the limited number of I/O pins in the memory system.
In 3D systems [46—54], memory layers are connected us-
ing Through-Silicon Vias (TSVs) and can be connected
to logic units directly below the memory layers using
TSVs or on an interposer substrate. Compared to 2D
systems, 3D systems provide higher main memory band-
width, lower latency, and better energy-efficiency. In
M3D systems [5, 8], logic and memory layers are mono-
lithicly fabricated on the same chip with a large number
of thin Inter-Layer Vias (ILVs) with ~40 nm to 80 nm
diameter [5, 8]. Compared to TSVs, which have a diam-
eter of ~2.6um [8] to ~5um [55], the smaller diameter
of ILVs enables a much higher density of connections
between adjacent layers of an M3D system. Due to its
smaller diameter, ILV has lower area overhead, higher
flexibility in placement, lower capacitance, and requires
lower power to drive compared to TSVs [8].
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Figure 1: Overview of systems with 2D, 3D, and M3D Inte-
gration Technologies.

There are two classes of M3D systems: M3D systems

that consist of (i) only logic layers; and (ii) both logic
and memory layers. The M3D systems of the first type
provide several performance optimization opportunities,
such as efficient 3D partitioning of logic structures (cores,
caches, NoCs) in M3D to reduce their latency by shorten-
ing the wire lengths [8,29]. M3D systems of the second
type enable benefits in addition to the first type by integrat-
ing both memory and logic layers on the same chip and
significantly alleviating the main memory bottlenecks. In
this work, we consider M3D systems with both memory
and logic layers.
State-of-the-Art Architecture. We use N3XT [2-5], a
state-of-the-art M3D architecture, as our M3D baseline.
N3XT [2-5] architecture monolithically integrates logic
and memory in the same chip, while leveraging energy-
efficient emerging technologies such as latency-optimized
monolithic 3D RRAM arrays as main memory [9, 10] and
carbon-nanotube-based transistors in the logic layer [1-3].
Figure 2 shows a baseline M3D architecture [5], integrat-
ing several logic and memory layers: a logic layer for
processor cores, a logic layer for cache access circuitry,
a layer for a shared L2 cache (which can be fabricated
either as SRAMs or STT-MRAMs), two logic layers for
network on chip to enable high-bandwidth communica-
tion between the high-bandwidth main memory and the
processor cores, a logic layer for memory access circuitry
and memory controllers, and 64 RRAM layers.
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Figure 2: Overview of the baseline M3D system [5].

N3XT [5] achieves both high-bandwidth and low-
latency memory accesses via integrating emerging logic
and memory layers on the same chip. High bandwidth
is realized by the dense ILV connectivity [5, 9, 46-54].
N3XT achieves low average read/write latency due to
three reasons [5]. First, due to high bandwidth between
different device layers, M3D system employs a large num-
ber of channels that are connected to small memory arrays.
Small arrays lead to smaller wire lengths, which directly
affect latency. Second, sensing mechanism are faster in
N3XT due to the faster switching rates of the transistors
used and the larger drive current provided by the access
transistors. Third, short and dense ILVs lead to (i) low-
latency interconnection between logic and memory on the
same chip and (ii) low contention overheads even when
a large number of cores access memory concurrently.
N3XT provides 10x/4 x lower average memory latency
compared to the state-of-the-art TSV3D systems [6, 56].
Technology Feasibility and Constraints. The fabrica-
tion and thermal feasibility of the N3XT architecture has
been demonstrated by real prototypes [3]. Recent ad-



vancements enable fabrication of M3D technology using
commercial silicon manufacturing facilities [57]. Prior
work shows that both logic and RRAM layers can be fab-
ricated at low temperature (<300°C [5]), paving the way
to monolithically fabricate layers without melting bottom
layers. Despite all the benefits, the RRAM-based main
memory has limited write endurance. Prior works address
this issue using online data relocation wear-leveling, ex-
tending the device lifetime to at least 10 years [5]. We
consider the same solution for our baseline (Section 3).

3. Methodology
3.1. Workloads

Table 1 summarizes the multi-threaded workloads used
in our analysis and evaluation. Our selected workloads
are from various domains and pressure different parts of
the system.

To gain an initial understanding of the primary
sources of bottlenecks for our workloads, we perform
a top-down analysis [65], a widely-adopted workload-
characterization approach that hierarchically character-
izes the bottlenecks of a workload [65-68]. We use
the Intel VTune Amplifier [69] to perform the top-down
analysis for all workloads listed in Table 1, while run-
ning on Intel Xeon E3-1240 processor with 4 cores. We
classify the workloads into three categories: bandwidth-
bound, latency-bound, and compute-bound. Table 1
shows the backend-bound (BE), DRAM-bound (Mem), and
DRAM bandwidth-bound (Bw) values for each workload.
Backend-bound (BE) accounts for the percentage of a
workload’s execution time during which the processor
cannot issue new instructions due to stalls at the pipeline
backend, including stalls due to memory requests (char-
acterized as memory-bound) and core execution (e.g., no
empty free slot in the execution unit of the pipeline, char-
acterized as compute-bound). The memory-bound di-
vides into cache-bound and DRAM-bound, where DRAM-
bound can be further split into DRAM latency- and
bandwidth-bound. Based on our characterization, we cate-
gorize the workloads with large BE (>40%), Mem (>40%),
and Bw (>50%) as DRAM bandwidth-bound since we ob-
serve large performance improvements when improving
the main memory bandwidth for these workloads. Work-
loads with high BE and Mem and low Bw are classified
as DRAM latency-bound since we observe large perfor-
mance improvements when improving the main memory
latency for these workloads. Workloads with high BE and
low Mem are classified as compute-bound.

Table 1 also shows instruction-level parallelism
(ILP) [70] and Last-to-First Miss Ratio (LFMR) [71],
which we obtain by dividing the number of LLC misses
by the L1 misses. A high LFMR value suggests that (i)
not only the LLC but also any cache between the first
and the last levels does not provide significant benefits
in reducing the miss-rate, and (ii) the workload does not
benefit from a deep cache hierarchy. We show the LFMR
between the L1 and L2 (the last-level cache in M3D).

We consider LFMR values above 90% as high, as most
memory requests are not serviced by L2.

3.2. Experimental Setup

We provide details about the modeled systems, and
cache, core , and main memory considerations.
Modeled Systems. We use a cycle-accurate architectural
simulator (ZSim [45]) to flexibly explore various designs
and faithfully model the following systems:

o 2D: a system based on the 2D integration of computa-
tion and memory, where the computing elements and
main memory (DRAM) communicate through an off-
chip bus.

o 3D: a system that uses TSVs to integrate memory lay-
ers, which connect to compute units via interposers
(e.g., [7]). We consider six HBM2.0 stacks connected
to compute units similar to the state-of-the-art [56].

o M3D: a system based on N3XT [5], where memory and
logic are monolithically fabricated on each other, with
an order of magnitude higher main memory bandwidth
and 10x/4x lower read/write latency than 3D.

The parameters for M3D are experimentally-calibrated
by the fabricated device models, circuit analysis, inter-
connect model, and physical design tools presented in
[5]. We summarize all system parameters in Table 2.!
We also show the configurations analyzed in Section 5 in
parenthesis for each element.

Cache and Core. In our analysis, we initially consider
the same core and L1 caches for all configurations. The
2D configuration has a deeper and larger cache hierarchy
compared to the TSV3D and M3D designs since it has
the lowest available memory bandwidth and the longest
memory access latency. We consider a cache hierarchy
for M3D similar to N3XT [5] (private L1 and shared L2).
We consider the same cache hierarchy for TSV3D. In
Section 5, we study the effects of different cache sizes
and core configurations on M3D’s performance.

Main Memory. We assume all three systems have large
enough main memory capacity to house applications’
dataset in our experiments.”. Although the main memory
in our M3D baseline is RRAM-based and different from
the DRAM used in 2D and TSV3D, in our performance
analysis, we primarily distinguish the memories of dif-
ferent systems by their bandwidth and latency, and not
other device features. Despite its benefits, M3D mem-
ory has reliability issues and limited endurance, which
is alleviated in our baseline with prior techniques (see
Section 2). Our M3D baseline uses RRAM main memory
due to its larger density compared to other technologies
feasible for M3D integration (e.g., STT-MRAM) [5]. We
also evaluate the performance of a potential M3D sys-
tem with STT-MRAM main memory in Section 6, but we

The main memory latency values in this table refer to average
main memory access latency. We also analyze the design tradeoffs for
M3D systems with various main memory latency values in Section 7.4.

2We also discuss the scenario where the entire dataset does not fit
in one M3D stack in Section 8



Table 1: List of workloads and their input sizes.

Class Workload Suite Domain Input Size (MB) BE(%) Mem (%) BW (%) ILP LFMR

YOLO Darknet [58] Machine Learning 204 94.17 62.01 56.60 2.25 0.99
BFS Ligra [59] Graph Processing 2017 44.94 59.14 40.56 1.71 0.98
BC Ligra [59] Graph Processing 2017 75.72 65.16 56.84 2.09 0.99
. KCore Ligra [59] Graph Processing 2017 94.54 44.88 78.68 1.62 0.99
Bandwidth-bound MIS Ligra[59]  Graph Processing 2017 8670 7172 9088 202 099
PageRank Ligra [59] Graph Processing 2017 86.70 71.72 90.88 2.02 0.99
Radii Ligra [59] Graph Processing 2017 54.12 43.10 66.34 .78 0.99

Copy STREAM [60] Benchmarking 3200 80.94 73.98 88.54 2.25 1
StreamCluster Rodinia [61] Data Mining 67 63.84 43.22 17.38 1.74 0.99
ResNet Darknet [58] Machine Learning 230 62.66 55.00 26.74 2.25 0.99

Oceanncp Splash-2 [62] HPC 17 92.98 47.02 22.12 6.63 1
Latency-bound Components Ligra [59] Graph Processing 2017 50.94 42.12 6.62 1.38  0.99
Triangle Ligra [59] Graph Processing 2017 62.08 51.10 18.74 141 0.99
Myocyte Rodinia [61] Simulation 364 93.44 89.26 29.92 1.88  0.99
3mm PolyBench [63] Linear Algebra 128 60.3 13.8 34.68 2.75 0.61
2mm PolyBench [63] Linear Algebra 128 62.50 13.8 35.29 255  0.60
atax PolyBench [63] Linear Algebra 512 25.50 1.60 14.9 2.37 0.51
Compute-bound gemm PolyBench [63] Linear Algebra 96 63.4 13.8 23.11 2.55 0.58
ferret PARSEC [64] Similarity Search 47 29.22 4.5 0.5 2.64 0.61
Needleman-Wunsch Rodinia [61] Bioinformatics 4295 79.96 39.66 65.46 2.35 0.52

Table 2: 2D, 3D, and M3D system configurations.
System M3D 3D 2D

64 GB on-chip 3D RRAM [5];

Upto 16 TB/s [5];

FR-FCFS scheduling;

meshes-of-trees interconnect;

5/13ns read/write; 0.8/0.11 pJ/bit read/write [5]

Main memory

64 GB on-chip 3D-stacked DRAM using
S5um TSVs; HBM2 interface, 1.5 TB/s [6,7];
FR-FCFS scheduling;

51/55ns read/write; 9 pJ/bit [5]

64 GB off-chip DRAM;

DDR4 interface, 102 GB/s [72];

FR-FCFS scheduling;

65/60ns read/write [5]; 20pJ/bit read/write [73]

Shared 8 MB, 16-way, 27-cycle;

L3 None None 945/1904 pJ per hit/miss [74]

Shared 236 KB per core (F) KB, and 1/8/64 MB) Shared 256 KB per core, 8-way, 12-cycle; Private 256 KB per core, 8-way, 12-cycle;
L2 8-way, 12-cycle (6-cycle); 46/93 pJ per hit/miss 46/93 pJ per hit/miss

46/93 plJ per hit/miss > PP > PP
L1 32 KB, 8-way, 4-cycle (2-cycle); 15/33 pJ per hit/miss [74]

Processor core
0.48 nJ/instruction for M3D; 1.5 nJ/instruction for 2D and 3D

1/16/64/128 out-of-order (O00O) execution cores (all) @ 4 GHz, 4-wide pipeline (8-wide); 128-entry ROB (256-entry);
32-entry load/store queues (64-entry); Branch predictor: two-level GAs [75] (TAGE-SC-L [76] and ideal predictor);

leave further exploration of other memory technologies
as future work.

Network on Chip. Our M3D baseline [5] uses the
meshes of trees (MoT) [77] scheme to provide a high-
bandwidth connection between the cores and the memory
controllers. This network supports uniform memory ac-
cess (UMA) such that each core has the same access
latency to any main memory location. This incurs addi-
tional multiplexing cost, but the M3D baseline amortizes
this cost through improved inter-layer connectivity. As
shown by prior works [77], MoT networks are highly scal-
able in terms of contention. While the number of network
links increases when increasing the number of cores, the
planar logic area dedicated to the network layers (Fig-
ure 2) also increases and enables containing the larger
network. As the network size increases, we consider the
effect of larger hop counts in the MoT network on the
end-to-end memory access time in our evaluations.

4. Motivational Studies

We conduct an experimental analysis of a variety of
workloads on a state-of-the-art M3D system to understand
how M3D impacts their performance and energy bottle-
necks compared to conventional 2D and 3D technologies.

4.1. Performance Bottlenecks

The optimizations in M3D’s memory system leads to
significant performance improvements for our workloads
in Table 1 (on average 2.82x and up to 9.02 x, compared
to the 3D system). We compare the performance bottle-
necks of memory latency-/bandwidth-bound workloads
to show how M3D affects the performance bottlenecks.
We extend ZSim [45] by incorporating the top-down bot-
tleneck analysis [65]. We validate our implementation of
the top-down analysis in ZSim by comparing its output
against Intel VTune Amplifier [69] running on Intel Xeon
E3-1240. Our validation shows that the ZSim-based top-
down analysis identifies very similar frends in bottlenecks
as Intel Vtune [69], showing high Pearson correlation
value [78] of 93.94% (P < 0.001) across our workloads
with various behavior. Our model shows, on average, a
19% higher absolute value for the backend bottleneck
than VTune but well fits the requirements of our bottle-
neck analysis since we focuses on the trends of backend
bottlenecks across different systems.

Figure 3 shows the top-down bottleneck breakdown
of a representative latency-bound workload, Triangle,
when running on different systems (i.e., 2D, 3D, M3D) and
core counts (1/16/64/128). We make three key observa-



tions. First, M3D improves the performance’ over the

2D and 3D baselines by up to 6.82x and 1.47 X, respec-
tively, across all core counts (1/16/64/128). Second, in the
M3D system, we observe a large average reduction in the
ratio of execution time spent on the backend, compared
to the 2D and 3D systems (1.87x and 1.52X, respec-
tively). In this case, we observe a bottleneck shift in the
system from backend to frontend and speculation. To
further understand the main memory contribution to the
backend bottleneck, we study an idealized M3D system
with one cycle main memory latency and no main mem-
ory bandwidth bottleneck. * We observe that even such
a configuration only improves the performance by 7%,
which means that the main memory is not a key contribu-
tor to M3D backend bottleneck. Since the main memory
bottleneck is alleviated in M3D, other sources of the back-
end bottleneck dominate the backend bottleneck, such as
cache hierarchy, and the processor core’s backend (e.g.,
execution ports) [69].

BEFrontend @Speculation BRetiring OBackend | ~4=2D ~+-3D -=-M3D|
100% 200 ——M8MM
8£80% f o 1|
Zoo% f g0 /
G40% F § 100 | .
%20% F & g0 f /
2 0% i —

O ||| [\ J— S ——

#Cores bl Bl I 116 64 128
Config 2D 3D M3D #Cores

Figure 3: Bottleneck and performance analysis of a
latency-bound workload (Tri).

Figure 4 shows the top-down bottleneck breakdown
of a representative bandwidth-bound workload, BFs. We
make three key observations. First, M3D improves the
performance over the 2D and 3D baselines up to 39.63 x
and 4.80x across all core counts, respectively. Second, in
the M3D system, we observe 1.57x and 1.37 x reductions
in the ratio of execution time spent on backend compared
to the 2D and 3D systems, respectively. Third, reducing
the main memory latency to one cycle and eliminating all
bandwidth bottlenecks only leads to a 23% performance
improvement, lowering the backend bottleneck only by
5%, indicating that memory is not a key contributor to the
backend. We conclude that these advancements results in
the shifting of application bottlenecks from main memory
to other parts of the system.

4.2. Energy Bottlenecks

We study the energy bottlenecks in M3D. Figure 5
shows the energy breakdown of representative memory-
bound (M1s) and compute-bound (2mm) workloads, re-
spectively, on 2D, 3D, and M3D systems with 1/16/64/128
cores. We make two key observations. First, compared

3Performance refers to the normalized parallel speedup, where all
values are normalized against that of the 2D baseline with 1 core.

4 Alleviating the main memory bandwidth bottleneck is modeled
with a configuration in which the performance of the application is not
bottlenecked by the limited main memory bandwidth. We do not change
load/store queues or cache hierarchy in this case.
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Figure 4: Bottleneck and performance analysis of a
bandwidth-bound workload (BFS).

to 2D (3D) baseline, M3D consumes on average 4.32x
(4.76x) and 4.13x (3.32x) lower energy on compute-
bound and memory-bound workloads, respectively. Sec-
ond, even though for the memory-bound workloads, the
main memory consumes a significant percentage of the
overall energy in 2D and 3D systems, the main memory
in M3D baseline contributes to only 12% of the energy
on average due to its low cost per bit (Table 1), which is
enabled by three factors. First, our M3D baseline employs
RRAM-based main memory that is more energy-efficient
compared to DRAM [3-5]. Second, main memory access
circuits are built using CNFETsS that consume less power
compared to MOSFETs [1]. Third, M3D uses ILVs to
transfer data back and forth between the main memory
and the logic layers that have lower energy consumption
compared to TSVs in 3D designs and off-chip links in 2D
designs [3-5]. We conclude that, in the M3D system, the
core turns into the most important energy bottleneck.
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Figure 5: Energy comparison.

4.3. Our Goal

Given the opportunities provided by M3D to drastically
shift the performance and energy bottlenecks, it is impor-
tant to understand the implications of this new technology
on architectural designs which have been conventionally
specialized to tackle the memory bottleneck. Our goal
is to redesign the core and cache hierarchy given the
new trade-offs of M3D technology. While in this work,
we focus on architecting M3D systems, we argue that if
future TSV-based systems (3D/2.5D) achieve the same
bandwidth and latency as current M3D devices, our archi-
tecture insights can also be applied to such systems.

5. Architecting the Processor Components

To adapt the general purpose processors to the oppor-
tunities and bottlenecks of M3D systems, we analyze the
design trade-offs of the cache hierarchy (Section 5.1) and
the cores (Section 5.2) in a general-purpose M3D sys-
tem. Table 3 summarizes (i) the key structures in different



pipeline stages studied in this work, (ii) the key analyzed
aspect of each structure, and (iii) a pointer (Ptr.) to the
relevant sections.

Table 3: Studied pipeline elements.

Stage Key structure Studied aspect Ptr.

Section 5.2.2
Section 5.2.2
Section 5.2.1

Part of frontend bottleneck
Instruction cache
Fetch L Speculation bottleneck
Branch prediction (O 0T
Part of pipeline width

Section 5.2.2
Section 5.2.1

Pre-decoder Part of frontend bottleneck

Decode Decoder Part of pipeline width

Section 5.2.1
Section 5.2.3

000 Instruction window
Structure  Reorder buffer

Part of pipeline width
Reorder buffer size

Section 5.2.1
Section 5.2.5

Part of pipeline width

Execution  Functional units . .
Latency of micro-operations

L1/L2 data caches Cache size, latency. and depth ~ Section 5
Memory Load/store queues Load/store queue size Section 5.2.3
Inter-thread icati ization Section 5.2.4

Writeback ~ Register file Read/write ports Section 5.2.1

5.1. Cache Hierarchy

The design space of the cache hierarchy in M3D is
affected by two conflicting factors; (i) the M3D technol-
ogy enables improving the capacity and latency of caches
through device/circuit improvements [32—35]; and (if) the
M3D main memory significantly alleviates the main mem-
ory bottleneck. We evaluate the impact of the depth, size,
and latency of the cache hierarchy given these trade-offs.

5.1.1. Depth of the Cache Hierarchy

To study the implications of M3D on the depth of the

cache hierarchy, we compare (i) noL2, an M3D system
with no L2 cache’, and (ii) w/1.2, with a shared L2 cache
of 256 KB per core.
Workloads with Low LFMR. Figure 6 shows the per-
formance of a representative workload with low LFMR
(atax) across all core counts, alongside the Average
Memory Access Time (AMAT), and cache miss rates
for a 64-core system. We make three observations. First,
despite having a low L2 cache miss rate of 19% in the
w/L2 configuration and the faster L2 accesses compared
to the M3D main memory accesses, removing the L2
cache does not hurt the performance. Second, we ob-
serve that the AMAT in the noL2 configuration is on par
(even 4% lower) with the AMAT in the w/L2 configura-
tion. While removing the L2 cache does not significantly
hurt AMAT for workloads with high L2 hit rates in M3D,
removing it in the 3D baseline can lead to an up to 17x
larger AMAT due to its slower main memory.
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Figure 6: Effect of no L2 cache on the speedup, AMAT,
and cache miss rates of a low LFMR workload (atax).

Workloads with High LFMR. Figure 7 shows the per-
formance, AMAT, and cache miss rates of a representative

SCoherency is still maintained using a shared directory.

workload with high LFMR (M15) for the same configura-
tions. Based on this figure, we make three observations.
First, noL2 improves performance by 17.8% on average
across all core counts compared to both configurations
with L2. Second, the L2 cache is highly ineffective (99%
misses) in filtering accesses to main memory. Third, the
AMAT in the noL2 configuration is significantly lower
than the two other configurations since it does not add
extra L2 access latency and contention overhead.
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Figure 7: Effect of no L2 cache on the speedup, AMAT,
and cache miss rates of a high LFMR workload (MIS).

We conclude that due to low access latency of M3D

main memory, removing the shared last level L2 cache
does not hurt performance for workloads with both low
and high LFMR. In fact, removing the L2 cache leads to
even 10% average speedup across all workloads. Specifi-
cally, for bandwidth-bound workloads with high LFMR,
removing L2 also increases the performance scalability
due to reduced cache contention when the core count
increases. We observe on average 8%/8%/12%/18%
speedups for 1/16/64/128-core configurations compared
to the M3D baseline.
Lifetime Implications. While removing the shared
caches increases the number of accesses to main memory,
the baseline provisions for lifetime guarantees in the M3D
baseline are already sufficient for the scenario where 1.2
is removed. This is because the baseline device should
already be designed for the worst case scenario where the
caches are not effective in filtering main memory accesses
(a common scenario for memory-bound workloads). We
observed that caches were not effective in filtering main
memory accesses for memory-bound workloads, and re-
moving caches does not change the overall number of
main memory accesses. For compute-bound workloads,
the number of memory accesses increases after remov-
ing shared caches, but these workloads have a relatively
smaller number of main memory accesses compared to
memory-bound workloads. Therefore the baseline provi-
sions for lifetime should already be sufficient.

5.1.2. Impact of Cache Size

In this section, we study the performance implication
of increasing the L2 cache size in M3D systems. M3D
facilitates circuit-level and device-level optimizations to
increase cache size or reduce cache latency via (i) us-
ing vertical layout of SRAM arrays to reduce the overall
wire lengths [8] or (i) monolithic integration of emerging
technologies such as STT-MRAM as large and energy-
efficient caches [3-5, 16]. Analyzing the effects of such
optimizations on the end-to-end performance of M3D sys-



tems with logic and memory layers enables us to decide
whether removing L2 in such systems is ultimately bet-
ter than optimizing it with unique capabilities of M3D
integration. We analyze the performance of workloads
with low and high LFRM, with L2 sizes of 256KB fixed,
256KB per core, 1/8/64 MB fixed, and without L2. We
assume the same number of cache banks in the configu-
rations with L2. Even though increasing cache size can
increase latency, we conservatively consider the ideal case
where the latency does not increase with the cache size.

Figure 8 shows performance and L2 cache miss rate for
a representative workload with high LFMR (PageRank)
and low LFMR (2mm). We make three observations. First,
larger caches improve the performance of the low-LFMR
workload by up to 22.7% compared to 256KB. Second,
despite the benefits of larger L2 for low-LFMR work-
loads, the performance of noL2 is similar to the perfor-
mance of the configurations with a larger L2 size (64MB
outperforms noL2 only by 3%), while incurring signif-
icantly less area overhead than the 64MB configuration.
Third, increasing the cache size does not improve per-
formance for high-LFMR workloads (all configurations
with L2 have the same performance). This is because
increasing the cache size does not reduce the cache miss
rates. On average across all workloads with different core
counts, increasing the cache size leads to only 3.7% per-
formance improvement compared to the baseline M3D
system. Even for workloads with low LFMR, increasing
the cache size leads to only 2% higher average perfor-
mance benefit compared to removing L2. We conclude
that in M3D, a larger L2 cache does not lead to signifi-
cantly better performance compared to removing L2.
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Figure 8: Effect of L2 cache size on performance and L2
miss rate for workloads with high and low LFMR.
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Figure 9: Effect of cache latency on performance.

5.1.3. Impact of Cache Latency

We study the effect of reducing the latency of L1 and L2
caches on the overall performance of M3D. We analyze
M3D system configurations where (i) the L1 latency is 2 x
faster than that of the baseline (L1fast), and (ii) the L2
latency is 2x faster than the baseline’s, and the L2 size
is 64MB (1.20pt), modeling an idealized high-density
and fast monolithic cache. Figure 9 shows the perfor-
mance effect of the mentioned cache configurations on
representative workloads with high LFMR (M15s) and low
LFMR (3mm). We make three observations. First, L20pt
improves performance by 5% compared to base for the
high-LFMR workload, while removing the L2 cache out-
performs the L.20pt case by 11% due to the high L2
miss rate of 99% in L20pt. Second, for the low-LFMR
workload, we also do not observe significant benefits in
improving L2 latency compared to noL2. Third, for the
high- and low-LFMR workloads, improving the L1 cache
access latency leads to 5% and 10% performance im-
provements compared to base for high- and low-LFMR
workloads, respectively. This is because L1 cache latency
represents a large portion of the AMAT in M3D due to
M3D’s fast main memory, and improving L1 access la-
tency has a large impact on AMAT. Overall, we observe
an on-average 12.5%/6% speedup from L1/L2 latency
reduction, across all workloads. We conclude that remov-
ing the shared L2 cache leads to better or comparable
performance improvement compared to larger or faster
L2 caches. However, it is still important to reduce L1
cache latency in M3D.

While different cache array organization, configura-
tions, and replacement policies can improve performance
benefits of the L2 cache for some workloads, we argue
that removing the L2 cache in the baseline M3D config-
uration provides equal or more benefits than such opti-
mizations for L2. This is due to two reasons. First, some
classes of optimizations lead to increased cache hit rate.
However, in Figure 6, we show that even the performance
of a workload with very high L2 cache hit rate does not
significantly exacerbate when removing the L2 cache.
Second, some classes of optimizations lead to reduced L2
cache access latency. However, in Figure 9, we show that
reducing the L2 cache access latency even for a workload
with high cache hit rate does not significantly outperform
the configuration without the L2 cache.

5.2. Processor Core Design

We analyze various aspects of the core’s pipeline for
M3D in detail, as described in Table 3.

5.2.1. Impact of Pipeline Width

We aim to understand the performance impact of higher
in-flight requests in M3D systems by studying the im-
pact of wider pipelines in M3D, in comparison to its
effect on 2D and 3D systems. Wider pipelines lead to a
higher number of in-flight requests, which can be bene-
ficial when the processor’s backend can serve requests
efficiently. Figure 10 compares the speed up in 2D, 3D,



and M3D systems when doubling the pipeline width for a
bandwidth-bound workload (BFs). Each data point is the
speedup of each configuration after widening the pipeline
over the same configuration. We make two observations.
First, doubling the pipeline width provides a 40% speedup
in the M3D system. Second, we do not observe similar
performance improvements from increasing the pipeline
width in the 2D and 3D systems for this bandwidth-bound
workload. With large core counts, main memory band-
width becomes the major performance bottleneck in the
2D and 3D systems and cannot service a higher number of
in-flight memory requests from the wide pipeline. Across
all workloads in Table 1, we observe a 16% performance
improvement on average across all core counts (1, 16,
64, 128). For compute-bound workloads with higher ILP
among our workloads, we observe an on-average 28%
speedup across all core counts. We conclude that wider
pipelines provide relatively higher performance benefits
to M3D compared to 2D and 3D systems.

2D 3D M3D 2D 3D M3D

S — 22
h T
& &

0116 64 116 64 116 64 0116 64 116 64 116 64

# Cores # Cores

Figure 10: Effect of Figure 11: Effect of
pipeline width. branch speculation.

Width of Individual Pipeline Stages. We analyze the ef-
fects of increasing the widths of different pipeline stages
to understand whether significant benefits are obtained by
selectively increasing the widths of only parts of pipeline
at lower area cost. We evaluate (i) the M3D system with
2x read/write ports for the register file, and (ii) the iso-
lated effect of backend bandwidth by doubling the width
of the functional units and reordering structures, with-
out increasing the frontend bandwidth. We make two
key observations. First, we do not observe a meaningful
speedup (<2%) when only doubling the read/write ports
of the register file. Second, doubling the width of both the
backend and frontend of the pipeline leads to 1.27 x better
performance than only doubling the backend’s width.

5.2.2. Impact of Speculation and Frontend

Speculation. We quantitatively analyze the effect of
speculation on M3D performance by modeling a per-
fect branch prediction scheme that achieves 100% accu-
racy for every branch prediction in the M3D systems.
Figure 11 shows the speedup of each configuration of
2D, 3D, M3D substrates with 1, 16, and 64 cores with
zero speculation overhead over the baseline systems for
a speculation-bound workload (Triangle). We make
two observations. First, the M3D system with zero spec-
ulation overhead is 2.3 faster than the baseline M3D
system. Second, removing the speculation overhead in the
2D and 3D systems leads to relatively lower performance
improvements, suggesting the increasing importance of
addressing speculation bottlenecks in M3D systems. On
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Figure 12: The effect of various optimizations in reducing
speculation and frontend overheads.

average across all workloads, we observe that eliminating
the speculation bottleneck leads to a 28% speedup.

To further study the speculation overhead in M3D, in

Figure 12 for a representative speculation-bound work-
load (Triangle), we (i) analyze the performance benefit
of a state-of-the-art branch predictor [76] (TAGE-SC-1),
and (if) perform an idealized study where the issue and
dispatch structures in the pipeline take only one cycle
(Shallow, i.e., a shallow pipeline that reduces the num-
ber of pipeline bubbles in the event of misprediction).
This is achieved by reducing the latency of the register
alias table, reorder buffer, and reservation station from
two cycles to one cycle. In practice, the latency of these
units can be reduced via (i) their 3D layout to reduce
their wire lengths [8] or (ii) techniques that memoize the
decoded, renamed, or re-ordered pops [44,79]. Based
on this analysis, we make two observations. First, us-
ing TAGE-SC-L [76] provides only 14% speedup in this
workload with many hard-to-predict branches. Second,
Shallow improves the performance of the speculation-
bound workload by up to 41%. In Section 6.2, we show
how RevaMp3D leverages M3D main memory to mem-
oize the fetched, decoded, and re-ordered instructions
to alleviate the speculation bottleneck. While this tech-
nique provides significantly lower benefits than an ideal
predictor, it still provides large benefits for speculation-
bound workloads in M3D systems due to the amplified
speculation bottleneck.
Frontend. To show the effect of removing frontend over-
heads, we perform an idealized study, where we fully
eliminate the frontend bottleneck by assuming that each
instruction is ready to be dispatched to the pipeline’s back-
end right after the previous instruction. We refer to this
configuration as Ideal-frontend in Figure 12. We ob-
serve an average speedup of 15% across all core counts.
Similar to the shallow pipeline configuration, reducing the
frontend bottlenecks leads to a lower number of pipeline
bubbles in the case of branch misspeculation.

5.2.3. Size of Reordering Structures and Queues

We study the effect of queue sizes in the pipeline on the
performance of M3D systems. To this end, we analyze
the performance of the wide pipeline configuration with
baseline L/SQ and ROBs sizes and with two times larger
queue sizes. We make three observations. First, larger
queue sizes have a lower performance impact on M3D
compared to 3D systems (12% improvement in M3D, ver-
sus 25% improvement in the 3D system). This is because
in M3D, instruction wait times in queues are lower due



to the low memory access latency. Second, some work-
loads still take significant advantage of the larger queues
(e.g., up to 20% improvement in 3mm) in M3D. Third, de-
spite the performance benefit of larger queues, increasing
the ROB size increases the depth of the pipeline, which
can negatively impact the performance of some work-
loads. Our analysis shows up to 9.4% slowdown (for the
speculation-bound workload, Triangle) due to the larger
number of pipeline bubbles in the deeper pipeline in the
event of misspeculation. However, as we show in Sec-
tion 6.2, we can use M3D’s high-bandwidth main memory
to reduce the performance overhead of the deeper pipeline
for speculation-bound workloads.

5.2.4. Inter-thread Communication

Efficient inter-thread communication is critical for
M3D systems. The large bandwidth of the M3D main
memory can feed data to a large number of threads. To
take advantage of this high parallelism, it is crucial to
support efficient inter-thread communication.

Figure 13 shows the speedup of four microbench-
marks [80, 81], representing four commonly-used syn-
chronization primitives. We show the performance benefit
of an M3D configuration where no cache and memory
hierarchy latency is paid for synchronization (Opt-sync),
over an M3D configuration with the baseline synchroniza-
tion technique (Base-sync, i.e., coherence-based syn-
chronization). We consider horizontal wire delay (which
also exists in the baseline) and only reduce the overhead
of accessing the cache and memory hierarchy for syn-
chronization variables. We observe on average 1.88 x and
up to 2.51x speedup for these microbenchmarks. We
conclude that reducing synchronization overhead can pro-
vide significant performance benefits to M3D systems and
enable more efficient parallelism. Section 6.1 makes a
case for using the dense ILV connectivity between differ-
ent logic layers as a new opportunity to enable efficient
inter-thread communication.
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Figure 13: Performance improvement of the M3D system
with optimized synchronization.

5.2.5. Latency of Non-memory Micro-operations

We model an idealized scenario where all pops take one
cycle and observe only an on-average 5.4% performance
improvement compared to the M3D baseline for compute-
bound workloads since most functional units are pipelined.
We conclude that lowering the latency of the pops does
not lead to significant improvements in our M3D baseline.
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6. RevaMp3D: Architecting M3D Based on
Our Insights and Observations

This section presents RevaMp3D, the new M3D archi-
tecture leveraging our key insights in prior sections® and
the new opportunities that the M3D substrate provides.
Figure 14 shows an overview of RevaMp3D’s optimiza-
tions. We first describe how RevaMp3D leverages the
tight connectivity between M3D logic layers to efficiently
increase pipeline width, reduce the L1 cache latency, en-
able fast inter-thread communication (Section 6.1). Sec-
ond, we explain how RevaMp3D leverages the fast and
high-bandwidth main memory of the M3D system to en-
able the memory-assisted optimizations to address two
key challenges of M3D architecture: power consumption
and branch misspeculation overhead (Section 6.2). Third,
we show the end-to-end performance, energy, power, and
area benefits of RevaMp3D (Section 7).
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Figure 14: Overview of RevaMp3D’s optimizations.

6.1. Leveraging M3D Logic Layers

6.1.1. Cache Hierarchy

The short ILVs enable dividing the SRAM structures
between two logic layers to reduce the overall wire lengths
in the SRAM structures, leading to reduced access la-
tency [8,32-34]. As described in Section 5.1, improving
L1 latency improves M3D performance due to M3D’s
small AMAT. As shown in the prior work [8], the M3D
layout of L1 leads to a 41% latency reduction and a 44%
L1 planar footprint reduction. This is because the 3D
layout of the L1 cache array leads to overall shorter wire
length in the cache array. We adopt a similar technique to
improve L1 latency.

As described in Section 5.1, even a large and latency-
optimized L2 does not significantly outperform the config-
uration with no L2. Hence, instead of optimizing the L2
cache, we remove it from the system to save 32% of the
logic area. We can spend this freed area on optimizations
to alleviate the core bottlenecks.

6.1.2. Pipeline Width

To design wider pipelines, we increase the width and
depth of the pipeline SRAM structures (e.g. LS/Q, ROB)
to serve a larger number of pops, leading to a 11.6% area
overhead per core (7.8% of logic area). By exploiting the
multi-layer SRAM structure supported by M3D [8, 33],
we increase the size of these structures without increasing
their latency and affecting the pipeline frequency.

SWe can combine all the suggested optimizations since they (i) do
not cancel each other’s benefits and (ii) can be applied to all workloads
with either positive or neutral performance effects.



We need to increase the width of the decode structure
and the functional units in the execution stage. Doubling
the number of decode structures and functional units (in-
cluding six integer ALUs, one FPU, and one complex
ALU) leads to a 16.5% area overhead per core (11.2% of
logic area).” We exploit part of the extra die area freed
up due to removing the shared L2 cache to double the
number of decode and execution units.

6.1.3. Register File-Level Synchronization

We use the thin inter-layer connections between the
logic layers in the M3D system to perform fine-grained
inter-thread communication in the register file, instead of
the memory hierarchy. The thin ILVs between the logic
layers enable increasing the bandwidth of the SRAM
structures in the pipeline by adding extra access transis-
tors to each cell. The short ILVs can efficiently connect
the extra access transistors in a secondary logic layer
to the SRAM cells located on the primary logic layer,
without increasing the access latency of the register file.
RevaMp3D leverages this to add extra ports to the register
file of each processor core and uses the extra ports for
fine-grained inter-thread communication in register files.

Since register files have limited sizes, we use them
for inter-thread communications that involve small data
sizes, such as synchronization primitives. While regis-
ter file-level communication has been proposed in prior
work [83], the adoption of such proposals are challeng-
ing in 2D or 3D systems due to the limitations of adding
extra ports to the register files. In 2D, this requires con-
necting the additional ports using long wires that lead
to increasing the latency of the register file. In 3D, it is
not possible to place the TSVs (which have significantly
larger diameter than ILVs) closely together to connect
additional access transistor to each cell in a given regis-
ter file entry. Without adding extra ports to the register
file, the inter-thread communication operations need to
compete with the main pipeline for the limited register
file ports in 2D and 3D systems.

To enable fine-grained locking, where one lock variable
is associated with a small amount of application data, each
core can write the address of the application data that is
being locked by the core to other cores’ register files,
instead of using lock variables updated through the cache
hierarchy and the coherence protocol.

Figure 15 shows the performance of the register-file
synchronization approach (RF-sync) compared to the
baseline (Base-sync) and the optimized synchroniza-
tion (Opt-sync) for the synchronization primitives mi-
crobenchmarks. We observe on average 1.78 x and up to
2.31x speedup over the baseline for these synchroniza-
tion microbenchmarks. On two of our workloads, BFs
and Radii, in which the ratio of synchronization opera-

7We use McPAT [82] in 22nm technology for area analysis. Even
though the absolute area values of the logic components in our CNFET-
based M3D baseline does not equal to the values generated by McPAT,
we are interested in the area ratio of different logic components.
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tions over other computation in the workload is high, we
observe 23% and 45% speedup, respectively.
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Figure 15: Performance improvement of register file-level
synchronization.

Area and Timing Implications. The register-file syn-
chronization technique can be realized at low area over-
head. In fine-grained locking schemes of real workloads,
prior works [80, 84] discuss that the number of synchro-
nization variables that are active at any given time during
the runtime is small (typically up to 4 variables). Thus, us-
ing the register-file mechanism, there is no need for large
additional space in the register file. The area overhead
of the extra ports that RevaMp3D adds to register-file
is very small. Register-file takes 0.2% of the logic area
in our baseline. Therefore, the planar area overhead of
adding extra ports to 4 entries of the register-file is less
than 0.001% of logic area.

Since the extra ports are connected to RF entries from

another logic layer using the short vertical ILV connec-
tions, they do not change the structure and timing of the
register file accesses from the baseline access ports for
the baseline core operations.
Security Implications. This technique does not exacer-
bate the security guarantees of the system compared to
baseline due to two reasons. First, we propose this tech-
nique for threads that are from the same multi-threaded
application (with similar protection domain and from
one user). Therefore, threads from different applica-
tions, users, or protection domains do not access each
other’s data in the register file for synchronization. Sec-
ond, threads spawned from one application already ex-
change data through the cache coherence protocol, which
has already led to multiple attacks that leverage the co-
herence traffic to establish side-channels. We conclude
that utilizing the register file for synchronization does not
open up new attack surfaces and does not exacerbate the
existing security issues with data coherence.

6.2. Leveraging M3D Memory Layers

We use the energy-efficient and high-bandwidth M3D
main memory to memoize the repetitive fetched, decoded,
and re-ordered pops, and turn off the relevant parts of the
core pipeline when the same pops execute in a loop. This
memoization in main memory addresses two key bottle-
necks in the processor cores that we identify in the M3D
baseline system. First, it can alleviate the shifted M3D
system’s energy bottlenecks that are dominated by the
processor core’s energy consumption. As programmers
commonly use loops in their codes, we could expect a sig-



nificant number of instructions to be repeated [43,44, 85].
Therefore, turning off the fronted and reordering struc-
tures can lead to energy saving by eliminating the 48%
of the average energy per instruction [44] in the baseline
000 core. Second, this technique alleviates the specula-
tion performance bottleneck that becomes more promi-
nent in M3D. This is because this technique reduces the
number of pipeline bubbles in the event of branch mis-
speculation (as discussed in Section 5.2.2).

In fact, the pop memoization technique has been ex-
plored by several prior works [43, 85] that memoize
the pops in SRAM-based Execution Caches (EC). The
key difference is that our proposal leverages main mem-
ory to memoize the pops at lower logic area cost, which
is enabled by taking advantage of high-bandwidth and
energy-efficient M3D main memory.

Prior work [43] shows that to fully benefit from the pop
memoizing technique, we need a large on-chip EC (e.g.,
up to 100KB) per core, which incurs high area overheads.
Our analysis shows that a 100KB EC can occupy 15% of
the logic area of the baseline OoO core. Considering a
fixed core area budget, this area overhead can come at the
cost of key core components and therefore sacrifice per-
formance. Some prior works propose a smaller EC (e.g.,
8KB) for area-efficiency but at the cost of memoizability
opportunities in applications with a large instruction foot-
print and large loops [43,79, 85, 86]. Since M3D main
memory provides significant advances in bandwidth and
energy consumption over conventional memories in 2D
and 3D systems, we implement such memoization tech-
niques inside M3D memory and use a small buffer inside
000 cores to prefetch the memoized pops and provide a
one-cycle access latency. This opportunity paves the way
for architecting a large and scalable EC at low area cost.

Figure 16 demonstrates the energy saving benefit of
the memoization technique by showing the Energy per
Instruction (EPI) in three cases: (1) using all core compo-
nents (No-Memo), (2) memoizing pops in a 100KB-SRAM
EC (Baseline-Memo), and (3) memoizing pops in M3D
main memory (M3D-Memo). In (2) and (3) the frontend,
decode, and reordering structures are power-gated the
memoized pops execute. This figure breaks down the
EPI to the energy spent on the core, the SRAM-based
EC (Cache-EC) used in Baseline-Memo, and the main
memory-based EC (M3D-EC) and the small buffer (Buffer-
EC) for keeping the prefetched M3D-EC elements used
in M3D-Memo. We make two key observations. First,
memoizing inside M3D main memory can reduce EPI
by 37%. Second, memoizing using 100KB-size SRAM
cache (Baseline—-Memo) has 11% lower EPI compared

_400 | O Buffer-EC
= B M3D-EC
E 200 ¢ @ Cache-EC
0 OCore
No-memo Base-Memo M3D-Memo
Configurations

Figure 16: Energy per instruction of three design points.
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to M3D-Memo due to its lower energy per access. However,
Baseline-Memo is only the ideal case where we do not
penalize the area overhead of other structures. In reality,
the 100KB SRAM-based EC can impose large area over-
head that can reduce performance by consuming 15% of
the processor area budget.

Implementation. We implement M3D-Memo based on
prior work [43] that proposes an SRAM-based EC. We
place the Memoization Unit (MU) after the issue stage
in the processor pipeline. Note that the MU does not
add an extra stage to the pipeline since instructions are
issued to the execution stage and the MU in parallel. We
use the high main memory bandwidth in M3D to memo-
ize both the taken and not-taken paths of hard-to predict
branches. The MU has three main components: (i) a
small (=1.28KB) SRAM buffer to provide one-cycle ac-
cess latency to the memoized pops, (ii) a simple stride
prefetcher that reads pops from the M3D main memory
and fills the buffer to hide main memory access latency,
and (iii) a memory interface that uses two read/write ports
for the taken and not-taken paths and an address bus. We
calculate the area of the MU unit using Synopsys Design
Compiler and show that the MU unit occupies less than
5% of L1 cache area. We use a preserved address space
to store memoized pops. As we are not very limited in
space compared to SRAM-based EC, we can capture up
to 100% of the memoizable pops.

Performance Implications. M3D-Memo improves the per-
formance of speculation-bound workloads by reducing
the pipeline depth and number of pipeline bubbles due
to branch misprediction when the processor reads pops
from the EC (Section 5.2.2). However, M3D-Memo limits
renaming each architectural register to a specific register
pool as in prior work [43], which can negatively affect the
performance. Similar to prior work [43], we consider an
average 6.5% performance loss to model this overhead.
However, as we discuss in Section 7.2, the effect of re-
ducing pipeline depth in M3D on average outweighs the
renaming overhead. This provides up to 35.5% speedup
for speculation-bound workloads, and the modest average
speedup of 1.4% across all workloads.

6.3. Impact on Technological Feasibility

As mentioned in Section 2, the feasibility of the base-
line M3D system has been validated via fabrication and
experimental analysis [3,5,57]. In this work, while we
focus on architectural exploration, we expect that our ar-
chitectural changes do not affect routing, power delivery,
and manufacturability significantly. This is because we do
not add complex or power-hungry structures that would
require special techniques for manufacturing on top of
the baseline M3D system. Even though production of a
system incorporating our design would require engineer-
ing effort for new layout design, routing, synthesis, test,
and verification, such effort is necessary for any new chip
design, and its cost can be mostly amortized over time.



7. End-to-End Evaluation

We first evaluate the performance, energy, and area
benefits of RevaMp3D. Second, we show the benefits of
RevaMp3D’s optimizations on M3D systems with var-
ious main memory configurations that lead to different
memory latency values.

7.1. End-to-End Speedup

Figure 17 shows the performance improvement of Re-
vaMp3D over the state-of-the-art M3D system, across
all workloads in Table 1. Each data point shows the
speedup of the optimized M3D with N cores over the
baseline M3D with N cores, where N € {1,16,64,128}.
We make two observations. First, we observe a significant
performance improvement, on average 80.6% and 67.6%
speedups across all core counts for multi-threaded work-
loads and multi-programmed workload mixes, respec-
tively. Second, the suggested optimizations improve the
performance of all workloads. We conclude that applying
our insights is a promising approach towards designing
high-performance and area-efficient M3D systems.

Figure 18, we show the performance improvement of
RevaMp3D, averaged across all workloads, over the state-
of-the-art 2D, 3D, and M3D systems. RevaMp3D pro-
vides significant benefits, resulting in 7.14 x and 4.96x
speedup compared to 2D and 3D, respectively.
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Figure 18: Performance improvement of RevaMp3D com-
pared to the baseline 2D, 3D, and M3D systems.

7.2. Analysis of Different RevaMp3D’s Configura-
tions

We evaluate the performance and energy benefits of
different RevaMp3D’s configurations, each optimized for
different goals. Figure 19 shows the normalized (relative
to baseline M3D) speedup and energy consumption of
each configuration. First, RvM3D-P represents the config-
uration of RevaMp3D that only applies the performance
optimizations in Section 6.1. Second, RvM3D-E repre-
sents the configuration of RevaMp3D that only applies

(a) Single Workloads

the optimizations in Section 6.2, with the main goal of op-
timizing energy consumption. Third, RvM3D represents a
configuration of RevaMp3D that combines both sets of op-
timizations. Fourth, RvM3D-T represents a low-frequency
implementation of RvM3D that is iso-power with the M3D
baseline. This configuration is optimized for device tem-
perature since it retains the same power and temperature
as the baseline M3D, while providing better performance.
We make four major observations.

First, RvM3D-P leads to 2% more energy consumption
on average across all workloads. Due to the high energy-
efficiency of the M3D main memory, removing the L2
cache does not lead to a significant increase in energy
consumption. Increasing the width of the pipeline SRAM
structures using the M3D vertical layout [8] does not
increase their energy per access since their planar wire
length does not increase. Second, RvM3D-E leads to on
average 36.3% lower energy consumption across all work-
loads since for each of our workloads, we observe that at
least 99% of their dynamic instructions follow the same
schedule. The memoization improves the average per-
formance by an average 1.4% across all workloads and
core counts as described in Section 6.2, which leads to
an overall 33.9% power consumption reduction. Third,
RvM3D leads to an on-average 80.6% performance im-
provement across all workloads. While the performance
optimizations lead to a 83.4% power increase over the
baseline M3D, the memoization technique allows this
performance improvement at only 27.4% higher power
consumption. Fourth, RvM3D-T outperforms the baseline
M3D with 4GHz frequency by 60.5%. We conclude that
our approach increases the performance per Watt of the
system by both improving the performance and lowering
the energy consumption.
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Figure 19: Effect of RevaMp3D optimizations on average
speedup and energy consumption.

7.3. Overall Area Reduction

We summarize the area impact for different design
decisions in Section 6.1 and Section 6.2 in Table 4. We
(b) Multi-program Workloads
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Figure 17: Performance improvement of RevaMp3D over the baseline M3D system for single multi-threaded workloads

and multi-program workload mixes.



observe that combining the proposed changes leads to an
overall 12.3% area reduction compared to the baseline
M3D. This area can be used to further improve M3D
performance by increasing the core count or deploying
other techniques to alleviate the core bottlenecks.

Table 4: Area Impact of RevaMp3D.
Proposed Change

Area Impact (% of logic area)

L2 Removal —32%

‘Wider Pipeline +19%

EC Buffer +0.7%
Extra register file ports < 40.001%

Total -12.3%

7.4. Effect of Main Memory Latency on RevaMp3D’s
Design Decisions

While prior work has demonstrated the low memory
latency (e.g., 5 ns for reads) of M3D systems using a
hardware prototype [5], the latency can vary depending on
many design decisions made to meet certain requirements
of the target M3D system. For example, a larger memory
array increases the wire lengths, which in turn causes
larger memory latency. Even though the design decisions
for RevaMp3D are based on the state-of-the-art M3D
system [5], it is important to analyze them for various
latency values. This analysis facilitates picking the right
design decisions based on the M3D main memory latency.

Figure 20 shows how the performance varies depend-
ing on the memory latency when we individually apply
RevaMp3D’s optimizations to the 64-core baseline M3D
system: (a) wider/deeper pipeline (enabled by remov-
ing L2 cache), (b) RF-level inter-thread communication,
and (c) large execution cache using main memory. For
each optimization, we show the example of a workload
that has strongest dependence on main memory latency
when applying that specific optimization. For (a), we
use atax since it actually uses the L2 well with the high
cache hit rate of 81%. For (b), we use Radii as our
most synchronization-heavy workload. For (c), we use
Triangle as the our most speculation-bound workload.
For each main memory latency value, performance is
normalized to the M3D baseline (with L2 cache and base-
line pipeline width) with that memory latency value. We
sweep the average memory latency from 0.5x to 13x
of the default value (5 ns [5]). The configuration with
0.5x the baseline latency represents an M3D baseline
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Figure 20: Speedup of (a) wider/deeper pipeline, enabled
by removing L2, (b) RF-level synchronization, and (c)
large execution cache using main memory, over the M3D
baseline with different main memory latency values.
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with STT-MRAM. The configuration with 13 larger la-
tency represents an M3D system with average memory
latency of the 2D baseline.

We make three key observations. First, until 4x larger
than baseline latency values, it is beneficial to use logic
area for increasing processing capability (e.g., wider
pipeline) instead of larger caches. This is because the
large main memory bandwidth enables serving a larger
number of in-flight requests in M3D. However, for larger
latency values, having a larger cache hierarchy becomes
critical. Second, as the main memory latency increases,
the performance benefit of the register file-level synchro-
nization technique increases. Third, the performance ben-
efit of the memoization technique decreases for larger
latency values because the relative impact of specula-
tion bottleneck decreases as the main memory latency in-
creases.® Low-energy and high-bandwidth main memory
is the key enabler of this technique since the memoized
pops can be sequentially prefetched from main memory
with high bandwidth. However, by increasing the main
memory latency, the size of the buffer in the Memoization
Unit needs to increase proportionally.

Figure 21 shows the distribution of the end-to-end per-
formance benefit of RevaMp3D’s optimization (based
on the trade-offs originally made for the M3D system
with the baseline latency) for M3D systems with different
latency values, across all the workloads and with a 64-
core configuration. We observe that RevaMp3D’s design
choices provide speedup for all workloads in the M3D sys-
tem with up to 2 larger latency, while some workloads
show slowdown as the memory latency increases.
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Figure 21: Speedup of RevaMp3D’s design decisions for
M3D systems with various memory latency values.

While all RevaMp3D design choices do not lead to per-
formance benefits for M3D systems with high main mem-
ory latency, the high-bandwidth connectivity between
M3D device layers can still provide several key bene-
fits for such M3D systems. First, as we discussed, several
optimizations in RevaMp3D that are enabled by the high-
bandwidth integration of logic and memory layers can
provide performance/energy benefits irrespective of mem-
ory latency. Second, M3D can facilitate implementing
latency hiding optimizations. For example, M3D can
enable high-bandwidth SRAM structures in the pipeline,

8In this sensitivity analysis, we only focus on the performance
implication of this technique and do not analyze the energy implications
because a latency value can be achieved via different design decisions,
which can potentially impact energy in different ways.



which can facilitate accessing multiple thread contexts in
a core (e.g., with simultaneous multi-threading).

8. Discussion

8.1. Scaling Data Size Beyond Main Memory Capac-
ity

While a system with a single M3D chip can potentially
provide hundreds of gigabytes of main memory [3, 5],
for even larger requirements, a system can employ mul-
tiple M3D chips, where the off-chip accesses cost more
overhead than the on-chip accesses. To address this over-
head, techniques that alleviate the remote access over-
head using scheduling, data placement, replication, or
migration can be applied in M3D, even with lower re-
strictions [48, 87, 88]. This is because RRAM used in our
baseline M3D system enables denser main memory com-
pared to conventional DRAM-based 3D or 2D systems
and can reduce the number of remote accesses.

8.2. Other Impacts of M3D in System Stack

We discuss optimizations that M3D can further enable
in processing using memory and in the software domain.
Fine-Grained Acceleration with Processing Using
Memory. M3D enables new opportunities in process-
ing using memory (PuM). The tight integration between
the memory and logic layers enables tighter connection
between the PuM engine (in memory layers) and the
general-purpose cores (in the logic layers). This close
coupling introduces opportunities for fine-grained accel-
eration of applications since the data between the cores
and accelerators can move very fast.

HW/SW Co-design. Memory bottleneck has affected
both hardware and software in today’s systems. This work
explores the implications of the shifted system bottlenecks
on hardware design of cores and caches. We believe that
it is essential to also revisit the software stack to better
leverage the underlying M3D hardware. In the operating
systems, memory management and process management
units can be revisited to be aware of M3D’s trade-offs.
At the application-level, it is critical to revisit the trade-
offs in optimizations targeted towards addressing memory
bottlenecks versus other bottlenecks demonstrated in this
work. We hope our analysis of new bottlenecks and op-
portunities of M3D guide future software development
for this emerging technology.

Applicability to Domain-Specific Systems.

While our work focuses on general-purpose systems,
our observations and design trade-offs can also be consid-
ered in designing domain-specific systems. For example,
we expect to observe performance and energy bottleneck
shifts as we observed in our study. Based on the structure
of the accelerator, the alleviated memory bottleneck can
enable reducing the size of on-chip storage and buffers,
increasing the width or number of processing elements,
and provide memoization opportunities to leverage M3D
memory to reduce the energy consumption. The tight con-
nection between the layers can facilitate communication
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between different accelerators or between the accelerator
and the general purpose processing units in different logic
layers in M3D. A detailed analysis of domain-specific
M3D requires its own separate study based on the accel-
erator domain and is outside the scope of this work.

9. Related Work

To our knowledge, this is the first work to comprehen-
sively explore an efficient M3D architecture for general-
purpose computing, based on rigorous bottleneck analysis
using a wide range of workloads. We briefly discuss
previous works in designing M3D systems.

Device and Circuit-Level Integration. Many works
[11-19] focus on the design of efficient M3D devices
with respect to performance, power, energy, temperature,
and reliability. Other studies show the benefits of M3D
device technology in comparison to TSV-based technolo-
gies [20,21]. Several works [22-24] study the efficient
physical integration and layout designs for monolithic
logic and memory layers. Several works explore and
leverage heterogeneous device layers in M3D [25-28].
Designing M3D-Based Processors. Recent works pro-
pose a 3D partitioning technique for logic-only M3D
processors [8,29, 30] to improve the latency of differ-
ent pipeline components by decreasing their wire lengths.
Other recent works show how to leverage M3D to design
efficient SRAM memories [32—35] or networks-on-chip
in M3D [29,31]. Some works [23,31] discuss the mem-
ory system challenges in M3D, such as optimizing the
memory array structures, and the need for developing
techniques to increase memory parallelism (e.g., SIMD
units, non-blocking loads).

While prior works propose various advances in M3D,
we analyze the implications of this technology on both
(7) the real-world application bottlenecks and (i) architec-
tural designs which have been conventionally specialized
to tackle the memory bottleneck. For example, while prior
works propose optimizations to caches in M3D [5, 8], we
show that such optimizations are not essential beyond L1.
Accelerating Emerging Applications Using M3D. Mul-
tiple works [30,36-40,89] design domain-specific acceler-
ators in M3D [41,42]. Some works [90] suggest reconfig-
urable fabrics, such as FPGAs for hardware acceleration
in M3D.
3D-Integrated Caches. Some prior works propose 3D-
integrated caches to achieve low access latency and high
bandwidth, such as AMD’s 3D SRAM V-Cache [91] and
SILO [92]. However, due to their inherently limited ca-
pacity (currently 64 MB for V-Cache and 512 MB for
SILO), these solutions cannot fully address main mem-
ory bottleneck. As shown in Section 5.1.2, workloads
with large working sets and poor cache utilization do not
benefit from large caches.

10. Conclusion
To our knowledge, this is the first work to redesign core

and cache hierarchy for a general-purpose M3D system
based on rigorous bottleneck analysis of a wide range of



real-world workloads, and the new trade-offs imposed
by M3D technology. We show that the performance and
energy bottlenecks shift in M3D systems from main mem-
ory to processor core and memory hierarchy. We con-
duct a design space exploration of the processor core
and cache hierarchy in M3D. We design RevaMp3D, an
M3D system based on our key insights and leverging
the key opportunities of the M3D technology: (i) tightly-
integrated logic layers and (i7) fast and energy-efficient
main memory. RevaMp3D provides significant perfor-
mance improvement and energy reduction compared to
the state-of-the-art M3D system at lower area cost.
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